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SUMMARY

Reduction of the propulsive power requirement by ef®cient hull form design is one of the important requirements
for the successful operation of autonomous underwater vehicles (AUVs). In the absence of reliable and
suf®ciently accurate experimental data this will require experimental analysis of a large number of hull forms, a
task which is both expensive and time-consuming. Recent developments in computational ¯uid dynamics (CFD)
can offer a cost-effective solution to this problem. In this paper such a method is developed to simulate the ¯ow
past axisymmetric AUVs. Its application is discussed for four different hull forms. # 1997 John Wiley & Sons,
Ltd.
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INTRODUCTION

In the last two decades, different areas of incompressible ¯ow modelling, including grid generation

techniques, solution algorithms, turbulence modelling and computer hardware capabilities, have

witnessed tremendous developments. All these have led to the stage where it is now possible to

consider the application of ¯ow simulation techniques for use in complex aero- and hydrodynamic

¯ow analysis. This is particularly true in those cases where an experimental database is scarce or

incomplete. In this respect, hydrodynamic analysis of autonomous underwater vehicles (AUVs) under

development forms an important application area of ¯ow simulation techniques. The lack of a well-

developed experimental database means that a large number of alternatives have to be studied in

search of a low-drag AUV hull form. Much insight and guidance can be obtained ef®ciently and cost-

effectively by ¯ow simulation techniques.

A review by Patel and Chen1 of post-1986 methods shows that some advances have been made in

the development of calculation procedures for the complex ¯ow past axisymmetric bodies which are

typical of long-range AUV hull forms. Among the latter methods are those of Patel and Chen,1 Park

et al.2 and Choi and Chen.3 Most of these methods (except that of Choi and Chen), however, either

use a simpli®ed form of the governing equations e.g. boundary layer, thin layer or partially parabolic

techniques, or try to simulate the ¯ow near the tail region (X=L 5 0�6). Furthermore, they have not
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been tested adequately for design applications. Even Choi and Chen's method, which uses a fully

elliptic form of the governing equations and a k±e model of turbulence, failed to produce numerically

stable results for bodies such as MS, X-35 and F-57 (Figure 1) which have moderate curvature. This

precludes its use in design.

Hence there is a need to develop a method using the elliptic form of the governing equations with a

least a k±e model of turbulence for simulating the complex ¯ow past axisymmetric AUVs. For use in

design the method needs to be computationally ef®cient, numerically stable and rigorously tested

against available experimental results.

In this paper the development is reported of such a method based on the general-purpose

proprietary software PHOENICS. After stating details governing equations, grid generation,

boundary conditions and solution procedures, the selection of test cases is explained. This is

followed by a discussion and analysis of the results to demonstrate the suitability of the present

technique for use in design. Finally, conclusions are drawn and recommendations are made for future

studies. Analysis of the results shows that the method is numerically robust, accurate enough for hull

form design and computationally at least four times more ef®cient than the only other method (of

Choi and Chen) used so far for simulation of the ¯ow past the entire length of an axisymmetric body.

GOVERNING EQUATIONS

The governing equations for the ¯ow past an axisymmetric AUV hull form are given below. Initially

a standard k±e model of turbulence with wall laws was used. For further improvement of the

capability of the simulation technique this was then replaced by a low-Re Lam and Bremhorst

(L&B)4 k±e model. This allowed integration down to the wall and so provided the simulation

technique with an ability to detect transition, dispensing with wall laws which are not valid near the

aft end of axisymmetric bodies, where the viscous sublayer becomes thicker than when subject to

uniform stress conditions.

In cylindrical co-ordinates the governing equations can be expressed as
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Figure 1. Selected test hull forms
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where f represents general dependent variables (u, v, k, e), (u, v) are the velocity components in

directions (x, r), r is the density of the ¯uid, Gf is the effective diffusion coef®cient and Sf denotes

the source for the variable. The de®nitions of the variables are given in Table I, where
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e
;
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with y as the normal distance from the body wall.

In the standard k±e model the low-Re constants f1, f2 and fm are set equal to one.

GRID GENERATION

A body-®tted H-type grid was obtained by numerical solution of the Poisson equations. The grid

independence of the results was assessed by the hm method outlined in Reference 5. In total, 171 grids

were used in the x-direction. The numbers of grids in the x-direction (NG) and the grid expansion

ratios (GE) used for different regions are shown in Figure 2.

In the r-direction the grids were made ®ner near the wall, in the laminar sublayer, to resolve

adequately this thin layer of high velocity gradient. Approximately 15 control volumes were located

within the viscous region y� < 10. The ®rst grid node was located at y� between 0�5 and 0�8,

depending on the type of body and the axial location. In total, 49 grids for AFTERBODY1 and 48

grids for AFTERBODY2 were used in the r-direction, of which the ®rst 10 were at a uniform spacing

Dy� � 0�5. The next 10 co-ordinates were obtained by using an expansion ratio of 1�2 and thereafter

an expansion ratio of 1�3 was used. A typical grid lay-out near AFTERBODY1 is shown in Figure 3.

A summary of the grids for the four bodies under test is given in Table II.

Table I. De®nition of variables
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BOUNDARY CONDITIONS

For solution of the governing equations it is necessary to specify boundary and initial conditions. In

the present method, boundary conditions are incorporated in the ®nite volume equations by additional

source and sink terms. Two sets of boundary conditions were used according to whether the near-wall

viscous region was bridged using a wall law or the low-Re L&B model. For simulations using a wall

law, the boundary conditions are as follows.

Figure 2. Grid details

Figure 3. Grid lay-out near AFTERBODY1

Table II. Grid details

Grid
Xi Xd Yu

Type of body High-Re Low-Re (starting point) (end point) (top point)

AFTERBODY1 171636 171648 ÿ2�23 16�80 1�77
AFTERBODY2 171636 171648 ÿ2�23 16�80 1�80
MS 171636 171649 ÿ2�23 16�80 1�02
F-57 171636 171649 ÿ2�23 16�80 1�18
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(a) At the inlet:

u � ui; k � ki; e � ei;

with

ki � 1�5�Tu�2; ei � Cm
k1�5

i

li
;

turbulent intensity Tu� 0�5% and length scale li� 0�001L (L is the length of the body), as per

Choi and Chen.

(b) At the downstream boundary: p� 0.

(c) On the body surface: u, v, k and e are speci®ed by the wall functions of Launder and Spalding.6

(d) On the upper boundary: u� ui.

(e) At the centreline (except on the body itself): v� 0 and ur � kr � er � 0.

For the simulations using the low-Re L&B model, the above boundary conditions hold except on

the body wall, where the log-law wall functions are replaced by the following conditions at the wall:

u � 0; k � 0;
@e
@y
� 0:

SOLUTION PROCEDURE

All the conservation equations for mass, momentum, k and e can be expressed in the form of a general

transport equation for an arbitrary dependent variable f as
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This general form of the governing equations is translated into a set of linear algebraic equations. In

the present method this is achieved using a ®nite volume technique by dividing the computational

domain into a number of control volumes or cells. The control volumes used for the current work are

arbitrary curvilinear, with the body surfaces coinciding with the boundaries of the ¯ow domain. The

®nite volume equations of a variable at a cell are derived by writing down the convective and

diffusive ¯uxes across each face of the cell, summing them over all the faces and adding any source

term which may be present within the cell. These involve interpolation assumptions which in the

present method correspond to `fully implicit' and `hybrid' formulations. Details of these formulations

are available in Reference 7.

In algebraic form the relationship for the steady axisymmetric case can be written as

aPfP � aNfN � aSfS � aLfL � aHfH � b; �4�
where the subscript P denotes `grid point', subscripts N, S, H and L denote `neighbours' and b

represents the relevant source term. The coef®cients a express the in¯uence of convection and

diffusion across all boundaries. This equation is the ®nite volume equivalent of the governing

differential equation for the ¯ow past axisymmetric bodies, which is solved by using the `staggered

grid' method7 and `SIMPLEST' algorithm.8 The equations were solved by repeated sweeps in the

¯ow direction. Very good convergence (residue< 1�0610ÿ5) was obtained after 500 iterations.

However, approximately 1000±1200 sweeps were performed to allow free development of the wake.

Also for each sweep, about 20 iterations of the linear equation solver for pressure at each slab were

required to achieve convergence. To promote numerical stability, linear relaxation was used for the
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pressure and the method of `false time step' was used for the velocity and turbulence parameters.

Details of these are available in Reference 9.

COMPUTING RESOURCES

The computing resources are now considered. A comparison of the computing time required for the

present method is given in Table III against that of Chen and Choi's method. Flow was simulated on a

Sparc 10=514 machine with four processors working at 55 MHz. However, the programme used only

one processor solely dedicated to the job.

Table III shows that the present method, which uses a much simpli®ed formulation of a one-

velocity staggered grid approach rather than the more elaborate two-velocity staggered grid approach

of Chen and Choi, is at least four times faster than the latter. Hence there are potential bene®ts in

using the developed technique for numerical simulation of the ¯ow past AUVs.

Test runs of the method on a PC with an Intel Pentium processor operating at 90 MHz required

only 3500 s to complete a single run. Considering that such a PC is now widely available, this method

does not need any sophisticated computing facility and is highly portable (extending the technique to

3D modelling will, however, require extensive computing resources).

SELECTION OF TEST CASES

To test the method, simulations were undertaken for the ¯ow past four different axisymmetric hull

forms: AFTERBODY1, AFTERBODY2, MS and F-57 (Figure 1).

The reasons for the choice of these hull forms were two fold. First, they are representative of a

wide spectrum of shapes ranging from typical torpedo forms with a cylindrical middle body to low-

drag bodies having strong surface curvature. Secondly, for these bodies, reliable experimental data

are already available for rigorous testing of numerical simulation results (e.g. References 10±12) at

the following Re: AFTERBODY1, Re� 6�66106, AFTERBODY2, Re� 6�86106, F-57,

Re� 6�66106, MS, Re� 6�66106.

RESULTS AND DISCUSSION

Surface pressure coef®cients, friction velocity and overall volumetric drag coef®cients are important

quantities for assessing the hydrodynamic ef®ciency of AUV hull forms. Hence any method

developed for numerical simulation of the ¯ow past AUVs should have the capability to predict these

quantities with reasonable accuracy. The above test cases are now analysed.

Figures 4(a)±4(d) present surface pressure plots using the L&B model and the standard k±e model

plus wall functions. The results are compared with the experimental results of Huang et al.,10 Patel

and Lee11 and Patel et al.12 For AFTERBODY1 and AFTERBODY2, comparison was also made

against the numerical results of Choi and Chen,3 who used a high-Re k±e model for turbulence. The

Table III. Comparison of computing times

Time (s)

Type of method Grid generation Solution Total

Present technique 28�2 2403�0 2431�2
Chen and Choi's method 28�2 11350�1 11378�3
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comparisons are very good, except for the last 5±10% of the length. In this region, for MS and

AFTERBODY2, the L&B model generated higher values of the pressure coef®cient; the standard

model with wall functions seems to show better agreement with the experimental data. This is due to

the large radial pressure gradients near the hull surface and the inability of the pitot static tubes used

in the experiments to measure the pressure exactly at the hull surface. For F-57, accurate pressure

measurements were obtained using surface taps; the best numerical comparison was obtained with the

L&B model. These ®gures also show that the results of the present method using a high-Re version of

the k±e model are of comparable accuracy to Chen and Choi's method, which uses the

computationally intensive two-velocity staggered grid approach of Maliska and Raithby.13

Figures 5(a)±5(d) show the corresponding friction velocity plots. The apparently better agreement

with the standard model with wall functions for F-57 and MS can be explained by the fact that the

experimental data were obtained using Clauser plots, which assume validity of the same wall law.

However, wall functions are not valid for F-57 and MS because of their large hull curvatures. Hence

those experimental results are questionable. The better agreement between the experimental data and

results from the low-Re k±e model for AFTERBODY1 and AFTERBODY2 can be explained in the

same way: owing to the longer length of the parallel middle body, the ¯ow past these bodies is closer

to the equilibrium turbulent ¯ow where wall functions are valid. For the low-Re k±e model, localized

increases in the friction velocity, observed near the stagnation point of all four bodies, are due to

excessively large returns of turbulent scale in this region by the L&B model. This adversely affects

Figure 4. Surface pressure coef®cient plots
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the prediction of the drag. To remove this inadequacy, the corrections proposed by Yap14 were

applied to the present technique. These corrections require the addition of an extra source term in the

e-equation. The volumetric source term takes the form

Se � max�0�83r�l=le ÿ 1�0��l=le�2e2=k; 0�; �5�

with l � k1�5=e and le � ��Cm�0�75k�y, where y is the distance from the wall, Cm� 0�09 and k� 0�435.

This term vanishes in the local equilibrium condition, because then l� le; it also becomes small or

zero at large distances from the wall or in laminar regions, since l< le. However, if l> le, (5) is

positive, leading to increased values of e and reduced values of turbulent length scale l.

Figures 6(a)±6(d) show the friction velocities after application of the Yap corrections. The large

returns of turbulent length scale are reduced for AFTERBODY1 and AFTERBODY2. However,

there is no improvement for MS and F-57, because the ¯ow in these cases is laminar and hence not

affected by the Yap corrections.

Pressure and velocity pro®les are given in Figures 7 and 8 respectively for AFTERBODY1 using

the L&B model and the standard model with wall functions. The results compare well with the

experimental values. These ®gures also show that the pressure results are almost identical for both the

L&B and standard k±e models, whereas in the case of velocity there is a de®nite improvement when

Figure 5. Friction velocity plots
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using the L&B model. Here also the results from the present method using a high-Re k±e model are of

comparable accuracy to those obtained by Chen and Choi's method.

Volumetric drag coef®cients are compared with those obtained from ESDU15 and, where available,

experimental results, for example, see Tables IV±VII. The ESDU formulae work quite well for

torpedo-shaped bodies. For the other two bodies, in the absence of available experimental data, the

ESDU formulae were used only as a guide.

This comparison also shows that the L&B model improves the agreement with the ESDU results

and experimental data for AFTERBODY1 and AFTERBODY2. For MS the pressure and friction

components predicted by the L&B model are almost half those predicted by the standard model. The

differences come from the ability of the L&B model to resolve the ¯ow details very close to the

surface of the body. This capability helps to capture more accurately the higher value of surface

pressure near the aft end and the lower value of friction for 0�1<X=L< 0�8. (Values predicted by

ESDU are not of much importance here; as already mentioned, the method was not proposed for this

type of body.) Similar trends are also observed for F-57. Application of the L&B model alone,

however, resulted in an anomaly in drag prediction of AFTERBODY1, leading to a large value of Cdv

than for AFTERBODY2. This is in contrast with the experimental results and predictions by the

standard k±e model. This discrepancy is due to the results being affected by the large return of

turbulent length scale over a larger proportion of AFTERBODY1 than AFTERBODY2. As evident in

Tables IV±VII, this anomaly was removed by application of the Yap corrections.

Figure 6. Friction velocity with Yap corrections
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Figure 7. Pressure pro®les for AFTERBODY1
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Figure 8. Velocity pro®les for AFTERBODY1

Table IV. Volumetric drag coef®cients for AFTERBODY1

Turbulence model Cpv Cfv Cdv

Standard k±e model 0�0027 0�0297 0�0324
L&B model 0�0023 0�0270 0�0293
L&B model with Yap corrections 0�0022 0�0225 0�0247
Experimental results Ð Ð 0�0276
ESDU 0�0017 0�0260 0�0277

Table V. Volumetric drag coef®cients for AFTERBODY2

Turbulence model Cpv Cfv Cdv

Standard k±e model 0�0041 0�0304 0�3454
L&B model 0�0024 0�0261 0�0285
L&B model with Yap corrections 0�0024 0�0257 0�0281
Experimental results Ð Ð 0�0280
ESDU 0�0018 0�0258 0�0277
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The comparative analysis of the results in the above paragraphs shows that the present method

using the low-Re L&B model of turbulence and judicious application of the Yap corrections can be

successfully used to predict the ¯ow past a wide range of axisymmetric AUV hull forms. The results

obtained are of reasonable accuracy for use in design, particularly for a comparative analysis of a

large number of hull forms. Computationally the present method has been shown to be ef®cient.

Furthermore, only a minor adjustment of the solution control parameters is required to achieve

numerical stability and convergence even for the wide range of geometries tested here. Hence it is felt

that the present method can offer a cost-effective alternative, particularly at the conceptual stages of

selecting a hull form, a process which normally requires the assessment of a large number of

alternatives.

CONCLUSIONS

Using the general-purpose CFD software PHOENICS, a new computationally ef®cient and

numerically robust ¯ow simulation technique has been developed for axisymmetric AUVs.

Application to a wide range of geometries has demonstrated that the method is suf®ciently accurate

for design purposes and that it could be used to reduce costs signi®cantly during the early stages of

design. It has also been shown that for simulation of the ¯ow past axisymmetric AUVs the low-Re

L&B model of turbulence with judicious application of the Yap corrections improves considerably

the ¯ow predictions in comparison with the standard k±e model using wall functions.
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APPENDIX: NOMENCLATURE

Cdv volumetric total drag coef®cient �D= 1
2
rV 2=3U2�

Cfv volumetric friction drag coef®cient �F= 1
2
rV 2=3U 2�

Cp surface pressure coef®cient �Pd=
1
2
rU 2�

Table VII. Volumetric drag coef®cients for F- 57

Turbulence model Cpv Cfv Cdv

Standard k±e model 0�0085 0�0335 0�0420
L&B model 0�0078 0�0245 0�0323
L&B model with Yap corrections 0�0078 0�0245 0�0323
ESDU 0�0067 0�0257 0�0324

Table VI. Volumetric drag coef®cients for MS

Turbulence model Cpv Cfv Cdv

Standard k±e model 0�0026 0�0334 0�0360
L&B model 0�0015 0�0178 0�0193
L&B model with Yap corrections 0�0015 0�0178 0�0193
ESDU 0�0067 0�0257 0�0324
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Cpv volumetric pressure drag coef®cient �P= 1
2
rV 2=3U 2�

D total drag force on body

F friction drag of body

k turbulent kinetic energy

L length of body

P pressure drag of body

Pd local dynamic pressure

Re Reynolds number based on length

u velocity component in axial direction

ut resultant friction velocity

U velocity of body

Ui velocity vector

UCRT axial component of velocity

v velocity component in radial direction

V volume of body

VCRT radial component of velocity

X axial distance from nose

y normal distance from body surface

y� dimensionless distance normal to body surface, de®ned as y� � yut=v.
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